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Gateway design for Computer network interconnection
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Abstract

Issues associated with the interconnection of packet-
switching networks via entities called gateways are dis-
cussed. A gateway virtual network is proposed, and a pro-
totypical implementation is described.
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1. Introduction

erconnection of com-

The work done to date on the int tion such as

puter networks has usually assumed a configura

B

Figure 1 -- Networks Connected by Gateways

that shown in figure 1. (In this paper, our discussion
refers only to networks of the the packet-switching vari-
ety, and assumes the reader to be familiar with packet -
switching terminology.) On each network there are hosts
(denoted by H in the figure) which desire to communicate
with hosts on other networks. The networks are connected
together by units (denoted by G) called "gateways."* The
gateways must in some way convert traffic in the format of
one network into traffic in the format of another network.

— . i wm o S o o s

¥Note that this is a different use of the term "gateway" .
than in conventional international telephone system inter-
connection, where the term is used to refer to an artifi=

cial site from which it is convenient to establish tap-
ifrs).
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Because host-to-host protocols differ from one netw«
to the next, and because these protocols are generall)
plicated and incompatible, many researchers (including
selves) believe that hosts on diffepent networks wishing t
communicate must do so in a common protocol. Much of LF
work to date in network interconnection has been to SPES St
such a standard protocol: see for example [Cerf THE]lq;._
(Zimmerman T4], [McKenzie 74b]. While there has not yet
been agreement on the standard protocol, for the purposes
of this paper we assume the terminology and protocol i
deseribed by Cerf and Kahn [Cerf Tlal, {Cerf T4p]. InE
protocol the logical entity in the host which perfurmaf

protocol functions is called the Transmission Control
gram or TCP,

While there has been considerable work on the stand
host protocol, there has been less work on the function and
structure of the gateway. For the most part it has been
assumed that the gateway will forward traffic between net-
works (and across networks) without speeifying how this _
would be done. In this paper we consider the functions the

rateway should perform and how it should perform thﬂM-**: ff

e

2, Gateways as Hosts vs. Gateways as Nodes

-. Ii.l d

One of the outstanding questions of network intarcmﬁﬂ_ R
nection is whether the gateways should connect networks 2t
the packet or host level. By packet level, we mean that a
portion of the gateway would actually become a node on each
of the networks being connected. By host level, we mean .
that a portion of the gateway would actually be a host on
each of the networks being connected. We feel that the
gateways should connect at the host level primarily to
maintain the sovereignty of the networks involved [Crowther
72). Furthermore, it is unlikely that a standard packet
format can be found, at the present state of ongoing devel-
opment of all of the packet-switching networks that might

be connected, which would permit packet level connection.

By network sovereignty, we mean that connection to the
networks must be done at a point where the interface is
both well defined and well controlled by the constituent
networks. If the point of connection is the host level
just mentioned, each network can protect itself against
activities of the Fateway to the same extent as it may pro-
tect itself against the activities of any other host.

‘_l—--—-l—-.-q

**[Burchfiel 74], [Lloyd 75], and [Belloni T4] have alseo
addressed this issue. The latter two of these references

< came to our attention late in the writing of this paper.

1
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As already mentioned, we believe that it will be
impossible, in general, for the gateway to E?nvert between
the host-to-host protocols of two communicatlng networks.
Thus, rather than communicating in the host-to-host p?mtu-
col of the network, the gateways should communicate with
nodes of the network in the lowest form of host/network
protocol supported by the network. Transmissions in the
network interconnection protoccl of the TCPs should be the

text of these host/network protocol messages.

Notice that a host on a given network might find
itself having to implement, in addition to the host-to-host
protocol of its own network, the standard internetworking
host-to-host protocol for communication with hosts in other
networks. Of course, one can hope the internetwork stan-
dard will eventually prevail throughout the world and the
host-to-host protocols of the individual networks will

eventually wither away.

To summarize, hosts involved in internetwork communi-
cations must adopt a common protocol, and gateways should
connect to networks as hosts using the lowest level of
host/network protocol. Further, protocols have already
been specified [e.g., Cerf ThHa] for the former task and the
protocol for the latter task is specified by the network
for any network to which a gateway is to be attached [e.cs.,

BBN 74].

If the gateways conneect to the networks as hosts, then
the format of the messages passed to the network is speci-
fied by the host/network protocol. This protocol is then
gsed to permit transparent transmission of segments of an
internetwork transmission. This can be done by embedding
the internetwork segment in the text of a message in the
hnstfnetwork protocol as shown in figure 2. Such a compos-
1te message has two leaders and potentially two trailers.
The outermost leader and trailer provide information for
the network. The leader will specify the address of the
gateway‘hﬂst Lo which the message should be delivered., anv
allocation or sequencing information which is used bylthew
host/network protocol, and any further information demanded
by that protocol. An example of a trailer that might be
required by the host/network protocol would be padding and
a checksum. Within this outermost leader and trailer is
the internetwork data segment with its leader and trailer
The_internetwcrk leader specifies such information as tﬁe'
E;E;mat$hge§t%na§ign, Sequencing, and reassembly infﬂrmé—

. ctua a i i 1
1L e messaga?a which is being transferred is the
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Figure 2 -- An Internetwork Segment Embedded
in a Network Message

. Gateway Characteristics

We will now examine some of the characteristics a
gateway must have in addition to being able to pass meS=
sages between two networks. The gateway must have:

-a capability for inter-gateway routing
-access control and accounting mechanisms
-a capablility for fragmentation

-control of congestion at the gateways

-in some cases, a capability for inter-gateway
retransmission

In the following paragraphs we elaborate on each of these
points.

Routing. Inter-gateway routing is desirable for all
of the standard reasons one desires routing. For example,
for reliability one must have alternate paths over which
traffic may be routed; for achieving higher bandwidth than
is available over any single path, one wants to be able to
route traffic over parallel paths; different classes of
traffic should be able to follow different routes (e.g.,
traffic requiring low delay should be routed around net-
works which insert large delays).
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Access C rol and Accou 4 given constituent

network may wish to limit some classes of traffic or a;id_
traffic at some times (e.g., because of regulatory con

erations, country A might not want trafflc fromkgﬂuniigﬂﬁ .
to country C to pass through eountrg 4" s network). . .

given user might not wish his traffic to pass through some
constituent networks. For example, the U.S. Defense

Department might allow its traffic to g0 Fo England via
Canada but not via Cuba for obvious polltlcal_reasona. In
any case, the constituent networks are very likely to want
to monitor the use of their network by internetwork traf-

fie.

For efficiency of routing and access control, in large
networks with hundreds of hosts and gateways, the routing
algorithm will probably need to have a hierarchical struec-
ture knowing about logical and/or physical areas.

Fragmentation. Because of the differences in message
size of the constituent networks connected by a gateway,

the gateway must have the ability to fragment a larger mes-
sage arriving from one network into smaller messages which
are acceptable by the next network. When such fragmenta-
tion occurs, the message stream must eventually be reassem-
bled into its original structure. The protocol proposed in
[Cerf TlUa] provides the reassembly function at the destina-
tion host.

Congestion Control. Congestion will inevitably occur
at the gateway unless specific measures are taken to pre-
vent it. This congestion can occur as a result of speed
mismatches between the networks connected by a gateway,
because several gateways on a network may simultaneously
transmit traffic to the same other gateway, because traffic
may have to be held during a period of recovery from a
failure, and so on. One specifie kind of congestion
results from deadlocks, such as when gateway A is full of

Eraffic for gateway B which is full of traffic for gateway

Retransmission. When a message is lost in the network
between two gateways, one can eitherp retransmit the message

It has been shown [NAC 73] that ho issi

_ P-to-hop retransmission
is more eff;uiept than Source-to-destination retransmission
if the possibility of message loss is appreciable;: and even
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other networks rely on source-to-destination retransmission
and in some cases are quite cavalier about throwing away
messages. Thus, the gateways should have the ability tO
retransmit messages across lossy networks. It seems that
at least when the hosts on a network are normally responsi-
ble for retransmission across that network, the gateways
ought to provide retransmission across that network.

([Mader T4] supports the notion that end-to-end timeout and
retransmission can be unduly inefficient.)

I The Gateway Virtual Network

Notice that the characteristics of a gateway described
above are very similar to the characteristics of a node on
a packet-switching network [Crowther 75]. This leads one
to the notion of a gateway virtual network wherein the
gateways act as nodes and the network spanned by the gate-
ways acts as virtual lines fully connecting all the gate-
ways on that network. This concept is illustrated in fig-

SHA)
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Figure 3 -- Gateway Virtual Network

ure 3, where network C has been replaced by the wvirtual
lines it provides. Further, notice in the figure that

logically there is a gateway associated with each host

attempting internetwork communication.
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ws a separate gateway for each

do not mean to imply that the gateways must be
Eﬁigic:?ly separate machines or that there need necessarily
be a one-to—one correspondence between hosts and gateways.
For instance, the logical entity that 1s the gateway may
take the form of a program running in a host computer.
Alternately, the gateway could be in a stand-alone machine
connecting two networks or serving one or more hosts. On
the other hand the gateway connecting two networks cguldl
even take the form of a program running in a host which 1s
connected to both networks. In general, a gateway should
be able to connect any combination of hosts and networks.
(The political and economic issues relating to whether the
gateway should reside in a host or a separate gatewgy _
machine are discussed in [Kue 75].) Furthermore, it 1is
entirely possible for a host not to have its own gateway at
all, preferring to use a gateway elsewhere in its network
to perform the gateway functions for the host. 1In this
case, the host would simply know the address of a couple of
gateways in its network and would send its internetwork
traffie arbitrarily to one of these gateways for routing
and forwarding. Note that the gateway arbitrarily chosen
may not be on the best path to the destination, and this
gateway may, in fact, forward the traffic to another (bet-
ter) gateway in the same network for forwarding outside the
network. Although this approach may be inefficient, it
reduces the number of gateways that have to be constructed.
Further, we believe both approcaches should be supported in
the long term; since the two approaches are compatible,
this causes no problems.

Although the figure sho

It is our view that the gateway virtual network should
have many of the maintenance characteristics of a stand-
alone packet-switching network [McKenzie 72]. It should
have centralized development and maintenance responsibil-
1Fy, including a gateway network monitoring and coordina-
tion center (GCC). We do not, however, feel that the gate-
way program must run in any one brand of machine; indeed,
it will probably be necessary to support the gateway pro-
gram on machines of several nationalities because of the
international extent of these networks.

The gateway virtual network is a eneral s '

the problem of interconnecting netwurkg which iglggiﬂgiiﬁly
dependent on the nature of the networks being cannected:
Because of this we expect that networks which are connected
in the future will not require modification to facilitate
connection. While one can conceive that a simpler but less
general form of interconnection may be possible through
modification of the current networks, future networks ma

be much less amenable to such an attachment and therefnrg
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require major modifications to themselves or even_hﬁj

previously interconnected networks. Furthermore, tﬁ?
way virtual network, with its adaptive routing, conges
control, and gateway-to-gateway retransmission capabi
provides for high performance host-to-host communication =
across multiple networks (note that this approach 18 Ine oe
contrast to [Opderbeck T4], which advocates sacrificing =
such efficiency for simplicity). o

5 Division of Functions Between the Gateway and TCP

Just as in a stand-alone network there is a questiol
of the division of responsibility between the hosts &ﬂﬂ;
nodes (i.e., should reassembly be done by the hosts or =
should the nodes deliver traffiec in order), in the gateway
virtual network there is a question of the division of
responsibility between the TCP and the gateway. It 18 D€
to implement these functions in either the gateway or tﬁﬁ_,
TCP, rather than blurring the implementation across the =
boundary between them. Some points are quite clear. For;
instance, reassembly must be done by the destination TCP
as traffic traversing the virtual network may be fragmen
and pieces routed on alternate paths to the destination.;ﬂi;
Thus, the ultimate destination TCP must be prepared to =
rearrange the communication stream into the correct 4.::1"«'_1"&;;';____b
and reassemble it into the internetwork data segment. fTﬁﬁﬁm
reassembly problem is further aggravated when intervening B

networks do not maintain ordering.)

oo
Lage

y
ted

'l.l._.

" . | £
1§ L
e

Second, the differences in message or packet size .::'
between constituent networks mean that it may be necessary =
for messages to be successively fragmented into smaller and
smaller units as they pass from one network to the next. o
It seens natural that this task should be done in the gate- 3
way since it knows the message and packet size characteris-
tics of the networks to which it is connected. Even at the
source host, the TCP can leave any necessary fragmentation

of the message stream to the cateway.

Just as eclearly, the sateways must be responsible for
the routing calculation, since only the gateways have ‘the
global knowledge necessary to make a sensible routing deci-
sion.

The access control and accounting functions should
also be in the gateway since these functions are desired
between the networks.

It is less clear whether the gateways or TCPs should
perform the congestion control and retransmission func-
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One alternative would be for the gateways not to
worry about retransmission and to solve any eongestlion pro-
blems simply by discarding traffic, in each case relying on
the source and destination TCPs to provide the neceasary
recovery mechanisms ([Belsnes] advocates Ehig). 1In Tsot,
the TCP of [Cerf TUa) does provide such recovery mecha-
nisms, On the other hand, if much traffic is discarded by
the gateways to control congestion, or if there Is even onc
network which loses traffic frequently, then we belleve
relying on source~to=-destination TCP retransmission will be
prohibitively inefficlent and will also be expensive, both
in direct (network-imposed accounting) and indirect (TCP
overhead) costs. For thils reason we think 1t 18 Incumbent
on the gateways to shoulder the burden of controlling thelr
own congesticon and for the gpateways to provide the optlon
of retransmission across a lossy network. Of course, even
though the gateways provide thease functiona, the TCPs
should retain the end-to-end retransmission capabllity at
thelr level for reliablility, since retransmissions per-
formed by the gateway level are for efficiency rather than

for complete relliability.

tiona.

The remainder of the functions performed by the [Cerf
Tha] TCP are properly the functions of the TCP and not the
pateways, as these functions are concerned with end-=to-end
Llssues, user process level issues, ete., while the pateways
are properly concerned only with traffic switching issues,

There does have to be some communication between the
TCP level and the gateway level. Most obviously, the TCP
must speclfy the address of the destination TCP to which
Lhe gateways are to route the traffic. This particular
communication can be effected simply by having the gateways
underatand the TCP traffic formats whieh include sueh |
addressing information. Another area of communication
required between the TCPs and gateways is to specify cer-
tain transmission characteristics for the traffioc Ea.g*
networks through which the traffic muat not be routed 0
maximum acceptable delaya, and average throughput Fuqﬁired
over a period of time), This area has not been explicitly
addressed previously and requires further study,

_ At present we have no opinion on whethe

i:ﬁﬂgiiqﬂllhﬁu;d #0 in the gateway or the TCPT tg:r::ﬁzrﬁtg
& DhsibAry. dony lons security standards appear to I
. re pair a};ﬁ:ﬂ.ﬂﬁﬂiiﬁnﬂhltwlln source host and dest{-

' such standards are maintained, then the
“un. nusL obviously reside with the TCPs.

SRR ow i A e ﬁ-;ﬁ:;inn gf so-called
the seourity funotion in groly o0 Would lead one

=

9
.-'
e
e )
T
E
.y

-
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alternative would be to place the security function bet
the source and destination TCPs and their gateways. 10
this case the TCP "header" must be in the clear, permittd
the gateways to access the information. There are El@ﬁ e
tions of all the above schemes and other schemes are POSEEH
ible. oW =
by

6. A Prototypical Implementation
A prototypical implementation of the gateway is illuﬁhﬁﬂ
trated below. It consists of modular structures which i
carry on communications at a message level with various =
networks, modules which transform a papticular network mﬂ%
sage format into a TCP type packet and vice versa, and =
modules which perform message routing and other centralized
message processing functions such as flow and access con-
trol. -
g
_—

The purpose of each of these elements of the gateway =

will be clear if we follow a message as it is processed by

R

Ny
STRIPPER

NETWOR

CENTRAL
FUNCTIONS

N"I
EMBEDDER &
FRAGMENTER

H!
STRIPPER

Figure Y4 -- Components of a Gateway

the gateway from Network 1 to Network 2 in figure 4. The
line to Network 1 is operated by the code labelled "N1
Host". This code acts as a host on that network, passing
the required control information and transferring messages
to and from other hosts on that network according to the
lowest level message protocols of that network. In the
Case of a connection to the ARPA Network, this code would
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rd Host/IMP protocol [BBN 74]. Incom-
d from Network 1 are passed to the _
where the Network 1 message leader 1s
network protocol segment .

implement the standa
ing messages recelve

nNetwork 1 Stripper,"

removed. The result is an inter : e )
This segment is passed toO the central portlon of the gate

way, which examines the address specified l%hthﬁﬂsiﬁgiﬂtz
and queues it for output to that netwgrk. e g
Embedder and Fragmenter" takes these internetwork segments
and converts them into messages in the_Hetwark 2 format.
In this case, once again, the format will be AHPﬂ_Netfarg
messages. If the internetwork segment does not fit withln
the text of a network message, 1t will be fragmented and
re—formatted until all parts fit into network messages.
Finally, the message is presented toO the Network 2 message

interface for delivery to the appropriate gateway host.

The control function will be responsible both for
determining where to route an individual internetworklﬂeE-
ment and for performing the distributed routing functlions
in cooperation with the other gateway nodes. In operation,
this distributed routing can be accomplished in the follow-
ing way. Each gateway exchanges routing packets, contain-
ing information about all gateways in all networks, with
every other gateway on each network to which it is
attached. The gateway is given the host addresses of all
other gateways on each of the networks to which it 1s
attached in an internal table which will be used eventually
for the access control logie. This is similar to the way
an ARPA Network IMP exchanges routing packets with its
immediate neighbors, where the packets contain information
about every possible destination [MeQuillan T74]; the other
gateways on the same network are logically the immediate
neighbors in the gateway network. In this case, however,
it is necessary for each pateway to contain internally the
network address of the other gateways in the same network,
because while an ARPA Network IMP has at most five neigh-
bors, a network has potentially many hundreds of hosts, a
large fraction of which may be gateways.

The information passed in the routing messages can
contain at least three types of measurement about the net-
ycrk: delay, bandwidth, and delay variability. For
lpstance, gateways can accumulate delay and estimate band-
wldth_far the network connection between each pair of gate-
ways in the_sgme network. The gateways can then maintéin 2
Structure similar to that used by the ARPA IMP for routing
For each potential destination gateway, the intermediate -
gateway to which messages should be addressed for minimum
delay and maximum bandwidth can be determined alnné wiﬁh
Fhe expected delay and bandwidth. Periodically, the gate-
way reports to each of the other gateways on thé same”het-
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work the expected delay and bandwidth via this gatews
The other gateway then adds the delay to that gateway
determines the minimum of the bandwidth through that gate
way and the bandwidth on the path to that gateway, tﬁ_zfi§=
determine the delay and bandwidth which may be expected ==
along this path to the destination. Through this mechan==
ism, each gateway can have the necessary information ﬁﬁ?ﬂﬂﬁ
route packets. Priority letters could be routed for dela¥,
while others could be routed for bandwidth. i
2yl
We recognize that this sample routing scheme suffers
from an inability to accurately determine the expected =
delay and bandwidth along a path, particularly as the ~E:E7ﬁ
actual path across a network may change unbeknownst tqfﬁﬁ#f“L
gateways. This is intrinsic to the implementation of ﬁﬁﬁl;:y
ways as hosts rather than as nodes, since only the nodes ol
3 network normally have the necessary state information
(e.g., line speeds between node pairs or the number of -
packets gqueued for a line), and so far, no network passes
this information to its hosts. We believe that the reasonsS ==
mentioned previously in this note for connecting gateways
at the host level are very important, and that the way t&.zn;'
improve the routing efficiently between gateways is for the
networks to pass expected delay and bandwidth information, =
for example, to their hosts. Even without the issue of =S
gateway routing, it might be useful for hosts on a network ‘
to receive such delay and bandwidth information to improve
their use of the network (e.g., deciding whether to send a

large file now or later).

We have sugegested that in general a gateway will be
reguired in asscoclation with each TCP. Since these gate=
ways form a network of their own, routing and formatting
packets, and since there may eventually be many of them, it
is advisable to keep them as identical as possible. We '
therefore suggest that the gateway routines be specified in
some reasonably universally available higher level lan=
guage. If possible, the gateway code should be machine
compiled from that specification. Otherwise, the routines
can be hand compiled from the higher level language speci-
fication. We hope that in this way, the implementation
effort and variability will be minimized in implementations
at the variocus hosts.

i Backwards Compatibility

Although gateways permit the interconnection of net-
works and communication across network boundaries, the
'ability of a host on a foreign network to use the facili-
- ties of a local network is limited by the form of network
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unication across net-

i ion used. : :
;gﬁﬁrﬁgﬂzggﬁigs, as described in previous segzl?gsiﬂfoggif
paper, must be in the form of TEE segm?nts, e leﬁels =,
ble fér a foreign host to participate 1n the same s
communication in which a local host might particip gi¢
desirable to permit a

: where it 1is
There are some instances t (or near) the host /network

ign host to communicate a :

gggfégnl level. For example, a local host miychmTunécate
ul hosts in the lowes evel o© _

with other, less powerf il R OV

host /network protocol, but a foreign hos

i those hosts no matter how hard it tries or no
o i £l ept inefficiencles 1n the

how willing it is to acc
e o ; the less powerful host may

communications. In this case, : !
be provided by the network itself (such as the statistics

hosts in an ARPA Network IMP [BBN 74]), and 1t may be
impossible to have it understand the internetwork protocol.

Since all comm

Remote use of the host/network protocol can be made
possible by including a TCP 1in the gateway between net-
works. To send a message ‘in the format of the destination
network, the foreign host would embed the destination net-
work message in an internetwork segment addressed toO the
TCP in a gateway on the destination network. At that gate-
way, the internetwork leader and trailer would be removed,
leaving a message in the proper format for the destination
network. The gateway would then insert any leader informa-
tion necessary to identify the foreign source of the mes-
sage so that replies to the message may be embedded in
internetwork framing and returned to the foreign host.

To communicate with some host on the local network,
the foreign host should set up a "mailbox" in a gateway to
the local network through communication with the TCP in
that gateway. The foreign host would then notify the local
host of the address of the mailbox to be used. Messages
or;ginating in the local host would then be sent to the
Eal%bﬂx; the gateway would forward them to the foreign

ost.

This type of connection is much less efficient than
the @ethods desc?ibed in the previous sections; however, it
5;;v1des a capability which is not available in any other

Acknowledgments

This work has been supported b '
v the Informat -
:ssing Techniques Office of the Advanced Hesearghlggaggggs
tg:ggyﬂ(ﬁﬁggéﬁnf the U.S. Department of Defense under Con-
. o 06-73-C-0027 and Contract No. FOB8606-75-C~-



Gateway design for computer neWOREEEEEE

ented in this paper ha
with a number of othe
Cerf of Stanford, R.
W. Crowther, N.

0032. The ideas we have pres
evolved through interactions
in the field, particularly V.

. ‘el |
RPA, and R. Binder J. Burchfiel, o
i. McKenzie, and J*’McQuillan, all of Bolt Beran

ful. NWe 28 SEE
n (BBN); and to them we are grate _ :
zi:?qul to ﬁ. Brooks of BBN for his help with the P.r

tion of the manuscript for this paper.

.._
ol 1 4

L ¥
Lt

References - A
b

i-l

BBN TU. o Y N
Bolt Beranek and Newman Inc., "Specificatlons fnz Eggﬁﬂ-;n
Interconnection of a Host and an IMP," BBN Repor '"""T?Lc.

pevised December 197H. T

lloni T4, :
R and G. Le Moli, "Routing and

A. Belloni, M. Bozzettl, : o e
Internetwa;king," International Working Group Protocol N

10, August 1974 and February 1975.

Belsnes TH. : o £
D. Belsnes, "Flow Control in Packet Switching Networks,™

INWG Note MNo. 63, October 19TU.
Burchfiel T4. Tm%{.
J. Burchfiel and R. Tomlinson, "An Experimental Simulation.
of a Satellite Gateway," INWG Experiment Note 2, August
1974.

=

Cerf THa. e
V.G. Cerf and R.E. Kahn, "A Protocol for Packet Network o

Intercommunication," IEEE Transactions on Communications,
Vol. COM-22 5, May 1974, pp. 637-648. s
Cerf Tib. $-
V. Cerf, Y. Dalal, and C. Sunshine, "Specification aof 48
Internet Transmission Control Program," INWG Note T2,
revised December 1974,

Crowther 72.
W.R. Crowther and D.C. Walden, "Response to INWG Note 6,"

INWG Note 10, December 1972.

Crowther T75.

W.R. Crowther, F.E. Heart, A.A. McKenzie, J.M. McQuillan,
and D.C. Walden, "Issues in Packet-Switching Network
Design," to be presented at the AFIPS 1975 National Com-
puter Conference.



- nternetwork
?ug ?Eﬁo "political and Ecunmm1¢_155;e$i£$F %01. 5. No. 1,
Eénﬁectiéns," Computer Communication RE y

January 1975, pp. 32=-34.

I i in Aim and bijectives
Elﬂyfmgg. M. Galland, and F. Kirstein, "Al 0bJ
- ’ L]

| ' ote 3
of Internetwork Experiments,"” INWG Experiment M y
January 1975.

McKenzie T2. _ C
A?ﬂ. McKenzie, B.P. Cosell, J.M. MeQuillan, and M.d

"
Thrope, "The Network Control Cent?r for the ARPA ngwggi:
Proceedings of the First International Eonfer$gce r
puter Communications, pp. 185-191, October 197<.

McKenzie THda. _
A.A. McKenzie, "Some Computer Network Interconnectlion

Issues," Proceedings of the AFIPS 1974 National Computer
Conference, pp. 857-859, May 1974.

McKenzie Tlb.
A.A. McKenzie, "Internetwork Host-to-Host Protocol,™ INWG

Note T4, December 1974.

MeQuillan T4.
J.M. McQuillan, "Adaptive Routing Algorithms for Distrib-
uted Computer Networks," BBN Report 2831, May 1974.

Mader T4.

E. Mader, W. PFlummer, and R. Tomlinson, "A Protocol Experi;
ment," INWG Experiment Note 1, August 1974.

NAC T73.

Network Analysis Corporation, "Comparison of Hop-by-Hop and

End-to-End Acknowledgement Schemes," Packet Radio Temporary
Note T, January 1973.

Opderbeck T4.

H. Opderbeck and L. Kleinrock, "The Infl
uence of

Procedures on the Performance of Packet-SwitchingcﬁgEiﬂl

works," National Telecommunications Conference P di

San Diego, December 1974, ; roceedings,

Zimmerman T4.
H. Zimmerman and M. Elie, "T
- y ransport Protoc
?ﬁEE-Hcst Protneo} for Heterogeneous EemputG1' . naand
Note 61, April 1974, er Networks,"



